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a b s t r a c t 

Background and Objective: Urinary tract infection (UTI) is a common disease affecting the vast majority 

of people. UTI involves a simple infection caused by urinary tract inflammation as well as a complicated 

infection that may be caused by an inflammation of other urinary tract organs. Since all of these infec- 

tions have similar symptoms, it is difficult to identify the cause of primary infection. Therefore, it is not 

easy to diagnose a UTI with routine examination procedures. Invasive methods that require surgery could 

be necessary. This study aims to develop an artificial intelligence model to support the diagnosis of UTI 

with complex symptoms. 

Methods: Firstly, routine examination data and definitive diagnosis results for 59 UTI patients gathered 

and composed as a UTI dataset. Three classification models namely; decision tree (DT), support vector 

machine (SVM), random forest (RF) and artificial neural network (ANN), which are widely used in medical 

diagnosis systems, were created to model the definitive diagnosis results using the composed UTI dataset. 

Accuracy, specificity and sensitivity statistical measurements were used to determine the performance of 

created models. 

Results: DT, SVM, RF and ANN models have 93.22%, 96.61%, 96.61%, 98.30% accuracy, 95.55%, 97.77%, 

95.55%, 97.77% sensitivity and 85.71%, 92.85%, 100%, 100% specificy results, respectively. 

Conclusions: ANN has the highest accuracy result of 98.3% for UTI diagnosis within the proposed mod- 

els. Although several symptoms, laboratory findings, and ultrasound results are needed for clinical UTI 

diagnosis, this ANN model only needs pollacuria, suprapubic pain symptoms and erythrocyte to get the 

same diagnosis with such accuracy. This proposed model is a successful medical decision support system 

for UTI with complex symptoms. Usage of this artificial intelligence method has its advantages of lower 

diagnosis cost, lower diagnosis time and there is no need for invasive methods. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

Urinary tract infection (UTI) is a common disease (approxi-

ately 95% of the total urinary tract infections) generally caused

y E. coli bacteria reaching the bladder from the urinary tract and

ffecting at least half of the people throughout their lives [1,2] .

t may be observed as a simple inflammation of the bladder or

 more severe inflammation of other urinary system organs. In-

ammations involving only bladders that are not based on another

nderlying disease are called “simple infections” (cystitis) and all

ther urinary tract infections are called “complicated infections”.

ystitis is a bladder inflammation. This term is used as a patho-
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ogical, bacteriological and cystoscopy term. Suddenly starting dy-

uria, pollacuria, urinary urgency and suprapubic pain are the syn-

romes of cystitis [3] . Cystitis is diagnosed with pollacuria, supra-

ubic pain, and burning sensation during urination, if the infection

s detected only in the bladder. If the infection has retained the

reter, it is diagnosed as a nonspecific urethritis with diuresis, pol-

acuria, leukocyte urine findings. This diagnosis is also complicated

ince the symptoms are intertwined with one of the symptoms.

he infection results in septicemia, death or at least the chronicity

f the disease, if the organ in which the urinary tract infection is

ocated is not treated properly. Under the top name of UTI, exist

ll kinds of inflammation on kidney, bladder, and urethra [1,2] . 

150 million patients are reported to be diagnosed with UTI per

ear and $16 billion was spent on these patients [4] . In addition,

he lifetime incidence of UTI counts 14,0 0 0 from 10 0,0 0 0 men [5] .

n women, the three entities, the anus, the vagina mouth and the
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urethra, are very close to one another. In women, the three enti-

ties, the anus, the vagina mouth and the urethra, are very close to

one another. Anal and vaginal area bacteria can easily become cys-

titis caused by passing from the urethra to the bladder. This rate is

even higher due to the women urethral anatomy [6] . 

Routine urinalysis and urine cultures are utilized for the diag-

nosis of UTI. However, it is not easy to identify the source of the

infection and the organ is infected. Depending on the characteris-

tics of patients, it may be required to apply invasive methods such

as urineletting separately from the bladder and kidney by placing

a catheter in the ureters with the help of the cystoscopy. These in-

vasive methods may cause more complications for the patient. For

this reason, developing an AI model based on symptom and labora-

tory findings will protect the patient from possible complications. 

UTI causes 20–30% of all systemic infections. In order to start

treatment of the patient, a definite diagnosis is required whether

cystitis or nonspecific urethritis is present. Since cystitis and non-

specific urethritis need to be treated with different drugs. 

During the diagnosis, cystitis is suspected primarily because the

main organ of the lower urinary tract is the bladder. The main

symptoms of the acute cystitis are diarrhea, pollacuria, hematuria,

leucocyturia, urinary urgency. Sometimes fever rarely participates

in this history of acute urinary tract infections in children [7] . It

is also accompanied by suprapubic pain. However, fever may also

be observed in infections involving the bladder muscle (detrusor).

Diabetes and recurrent UTI are also a risk factor for cystitis. 

Patients with urethritis are applying to polyclinic with the

symptoms of defluxion in urethra and dysuria. Among the ure-

thritis agents, neisseria gonorrhoeae, chlamydia trachomatis, ure-

aplasma urealyticum and trichomonas vaginalis are the most com-

mon factors. However, except for gonorrhea infections, it is diffi-

cult to detect other factors in the laboratory environment [8] . In

the clinic, it is both impractical and difficult to get results from

the urethral drenage culture to diagnose the infections separately

except for gonorrhea infections. 

Artificial intelligence methods are successfully applied to situ-

ations like these where complexity exists. With the use of artifi-

cial intelligence in medicine, artificial intelligence programs can be

created that can perform clinical diagnostic procedures and rec-

ommend treatment suggestions. There are a lot of successful ap-

plications of artificial intelligence in the field of medicine, such

as classification and diagnosis of diseases, treatment recommen-

dation, drug dosage determination, and so on [9–18] . These ap-

plications use artificial intelligence methods such as SVM, ANN,

DT, KNN and RF. These artificial intelligence methods are power-

ful tools that physicians can use to analyze, model, and understand

complex clinical data in a variety of medical practice areas. 

Furthermore, the use of AI methods in medical practice has be-

come widely accepted. These methods include advantages such as

(a) economically and non-linear modeling of large data sets and

ease of optimization; (b) the predictive accuracy that has a poten-

tial to support clinical decision process; (c) providing an explana-

tion using rule inference or sensitivity analysis which ease to dis-

seminate the information [19] . 

With artificial intelligence methods, inputs that are indepen-

dent variables of the system can form complex, nonlinear mod-

els by associating them with dependent predicted variable out-

puts. Artificial intelligence is the most important tool for modeling

and decision making. Thus, in this study, various AI classification

methods have been compared for diagnose supporting whether

UTI with complicated symptoms is cystitis or nonspecific urethri-

tis. Four different AI methods, DT, SVM, RF and ANN, which are

frequently used in medical classification problems, have been used

in this study [20–23] . A comparative study of those will give us

insight into the merits of the different AI methods when used on

this problem. 
. Material and methods 

.1. Data set 

In this study, the data set were used of the 59 patients 7–77

ears old, 35 female and 24 male, who applied to the Necmettin

rbakan University Meram Medical Faculty Urology Polyclinic be-

ween the dates of 2016–2017. These patients were diagnosed and

ocalized as urinary tract infection (cystitis) and nonspecific ure-

hritis. All of these patients were diagnosed with the procedures

uch as anamnesis, clinical examination, urinalysis, and ultrasonog-

aphy. A definitive diagnosis chart of the data set based on the gen-

er of the patients is given in Fig. 1 . 

The dataset of this study has 17 different qualitative inputs ob-

ained from anamnesis, clinical examination and ultrasound exam-

nation of the patients who applied to the urology clinic for defini-

ive diagnosis and diagnosis of UTI. These data are given in Table 1 .

he renal and bladder ultrasound data given in Table 1 were used

nly for definitive diagnose purposes and were not used as an in-

ut in the machine learning applications. 

With the decision number 2018/1180, Necmettin Erbakan Uni-

ersity Meram Medical Faculty Ethics Board has permitted to use

he data in this study for the engineering approaches. 

.2. Decision tree 

Decision trees are a kind of tree-like decision structure that

s learned by the inductive method of the known examples of

ach class. A decision tree is a structure that is used by dividing

arge amounts of records into very small groups by applying sim-

le decision-making steps. Thus, with each successful dividing pro-

ess, the members of the related result groups become much more

imilar to each other [24] . 

As seen in Fig. 6 , decision tree nodes consist of branches and

eaves. The decision node indicates the test to be performed. As a

esult of this test, the tree branches without losing any data. At

ach node, test and branching operations occur consecutively, and

his branching operation is dependent on the upper-level branches.

ach branch in the tree is prone to complete the classification pro-

ess. If the classification operation can’t be performed at the end

f a branch, a decision node is formed at the end of that branch.

owever, if a particular class is formed at the end of a branch,

here is leaf at the end of that branch. This leaf is one of the

lasses to be determined on the data. The decision tree process be-

ins with the root node and follows the consecutive nodes until it

eaches the leaf from top to bottom. The classification of the data

sing the decision tree technique is a two-step process. The first

ne is the learning step. In the learning step, a training data which

s known beforehand is analyzed by a classification algorithm in

rder to create a model. The learned model is presented as classi-

cation rules or a decision tree. The second one is the classification

tep. The test data on the classification step is used to determine

he correctness of the classification rules or decision tree. If accu-

acy is within an acceptable range, rules are reused to classify new

ata [25–28] . 

The decision tree is similar to the decision making the process

f the doctor. Also, after the decision tree has been modeled, it can

rovide a good explanation about the problem. For this reason, the

ecision tree has been preferred in this study. 

.3. Support vector machines 

Support Vector Machines (SVM) is a controlled classification al-

orithm based on statistical learning theory. The mathematical al-

orithms used by the SVM were originally designed for the prob-

em of classification of two-class linear data, then generalized to
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Fig. 1. Number range of UTI-patients according to gender. 

Table 1 

List of variables with their descriptions and their value ranges. 

Variable description Values (min –max) Normalized 

Anamnesis Gender (0) Male (1) Female (0,1) 

Age 7–77 (0,1) 

Fever (0) No (1) Has (0,1) 

Sudation (0) No (1) Has (0,1) 

Chill (0) No (1) Has (0,1) 

Low back pain (0) No (1) Has (0,1) 

Suprapubic Pain (0) No (1) Has (0,1) 

Malaise (0) No (1) Has (0,1) 

Dysuria (0) No (1) Has (0,1) 

Pollacuria (more than 6 times per day) (0) No (1) Has (0,1) 

Full urine analysis Urine culture (0) Positive (1) Negative (0,1) 

Glucose (0) Positive (1) Negative (0,1) 

Leucocyte (0) Positive (1) Negative (0,1) 

Erythrocyte (0) Positive (1) Negative (0,1) 

Protein (0) Positive (1) Negative (0,1) 

Ultrasound Renal ultrasound 

Bladder ultrasound 

Diagnose Cystitis (0) Positive (1) Negative (0,1) 

Urethritis (0) Positive (1) Negative (0,1) 
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lassify multi-class and non-linear data. The working principle of

he SVM is based on the principle of predicting the most appro-

riate decision function that separates the two classes, in other

ords, on the definition of the hyperplane, which can distinguish

he two classes from each other in a most appropriate way [29,30] .

The basic idea in the SVM regression method is to find out a

inear discriminant function that reflects the true nature of the

raining data in the true sense as closely as possible and fits the

tatistical learning theory. Similar to the classification, kernel func-

ions are used to process nonlinear states in the regression [31] .

he two situations that can be encountered in Support Vector Ma-

hines are that the data can be linearly separated or not separated.

s  
n cases where the data cannot be separated linearly, non-linear

lassifiers can be used instead of linear classifiers. 

Non-Linear Feature Space in this context: Linear classifiers may

e obtained in this new space by transforming the x ∈ R n observa-

ion vector into a vector z in a higher order space. In this case, the

xpression φ is showed in the form of z = φ( x ) to make the R n → R F 

apping [29,32] . 

 ∈ R 

n → z ( x ) = [ a 1 , φ1 ( x ) , . . . . . . . . a n , φn ( x ) ] 
T ∈ R 

F 

When non-linear separability is considered, the training sam-

les cannot be linearly separated in the original input space. In

uch cases, SVM transforms to the high dimensional feature space,
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Fig. 2. Mapping of two class problems by SVM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Working principle of RF. 
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which can be easily classified linearly from the original input space

by means of the nonlinear mapping function. Thus, instead of find-

ing values by repeatedly multiplying them using kernel functions,

it is substituted for that value directly in the kernel function and

its counterpart found in the feature space. By this way, there is

no need to deal with a very high-dimensional quality space. An-

other advantage of kernel functions is to make calculation of the

kernel functions much easier so that after a function is established

and values are found for a training example in the training phase,

for other examples, the pattern values except the training example

are completely ready to use [33–35] . SVM has four kernel functions

which are widely used the linear function, polynomial function sig-

moid function, radial basis function. A typical two-class problem

given in Fig. 2 is similar to the problem of cystitis or non-specific

prostatic urethritis in UTI patients. 

2.4. Random forest (RF) 

In ensemble classification methods, results produced by mul-

tiple classifiers are used instead of a classifier. One of the most

widely used examples for ensemble classification is the RF method

proposed by Breiman [36] . RF is a type of classifier that uses ran-

domly generated samples from existing situations and consists of

multiple trees. To classify a sample, each tree in the forest is given

an input vector and a result is produced for each tree. RF algorithm

chooses the class with the most votes as the result [37] . 

RF divides each node into branches using the best of the ran-

domly selected variables on each node between all variables. In the

RF method, trees are created with selected bootstrap samples and

each node separation is created by randomly selected n estimators.

It should be noted that the number of n units is quite small com-

pared to the total number of estimators. Each decision tree is in

its widest form and not truncated [36,38] . For classification trees;

each leaf node is created to contain only members of a class. In

Fig. 3 , the general working principle of the random forest is given. 

Since improved random sampling and other improved tech-

niques in ensemble methods include in the RF method, it provides

better generalizations and makes valid estimates [39] . Higher esti-

mate certainty of the RF method are because of the less bias re-

sults and the low correlation between trees. The low amount of

bias is obtained as a result of the creation of very large trees. Fur-

thermore, RF does not overfitting [40] . 

2.5. Artificial neural network (ANN) 

The human brain is a complex system with thinking, remem-

bering and problem-solving abilities. The basic unit of this com-

plex structure is neuron. Generally; obtaining the system model or

identifying the system; based on the measurement of input, out-

put and state variables means learning the structure of the physi-

cal system. One or more of the state variables can often be system
utput. A system model can be specified by using the mathemati-

al expression, input-output data set, or linguistic rules [41,42] . 

Artificial neural networks are an information processing system

hat is inspired by biological neural networks and includes some

erformance characteristics similar to biological neural networks.

n a simple way, ANNs has many important features to imitate

he way the human brain works such as the ability to learn from

he data, generalize, work with an unlimited number of variables,

tc.. The smallest unit that sets the basis for the work of ANN is

alled artificial neuron or process element. As shown in Fig. 4 , the

implest artificial neuron consists of five main components: inputs,

eights, transfer function, activation function, and output [43–46] .

Inputs ( x 1 , x 2 …..x n ) are information that enters into the cell

rom other cells or from outside environments. These are deter-

ined by examples which desired to be learned by the network.

eights ( w 1 , w 2 …..w n ), are the values that represent the effect of

he input set or another processed element on a previous layer

n this processed element. Each input is multiplied by the weight

alue that connects it to the input processed element and com-

ined through the sum function. The sum function is as given in

q. (1) [43,44,47] . 

et = 

n ∑ 

i =1 

w i x i + b (1)

The value obtained as a result of the sum function is passed

hrough a linear or non-linear differentiable transf er function to

alculate the output of the processed element ( Eq. (2) ). 

 = f ( net ) = f 

( 

n ∑ 

i =1 

w i x i + b 

) 

(2)

The artificial neural network consists of a series of neurons,

hown in Fig. 4 , interconnected by feedforward and backpropaga-

ion forms. At present, many artificial neural network models (Per-

eptron, Adaline, ANN, LVQ, Hopfield, Recurrent, SOM, ART etc.)

uitable for use with specific purposes and in various fields have

een developed. These are artificial neural networks that find the

ost common use in our network structures and are also used in

ur study [48] . 

In ANN, neurons are organized in layers. The first layer is the

nput layer. The input layer ensures that the information about the

roblem to be solved is input to ANN. The other one is called

n output layer where information processed in the network is

ransmitted to the outside. The layer between the input and out-

ut layers is called the hidden layer. Multilayer Perceptron (MLP)
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Fig. 4. Artificial Neuron. 
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etworks may also have multiple hidden layers. Fig. 7 shows the

tructure of a typical ANN [48] . 

The network is regulated by minimizing the error function

iven in Eq. (3 ). In the equation, y k denotes the output calculated

y the network and t k denotes the ground truth. The connection

eights are re-calculated and updated to minimize the error. Thus,

t is aimed to bring output values that are closest to the ground

ruth values of the network. 

 = 

1 

2 

( 

m ∑ 

k =1 

( y k − t k ) 

) 2 

(3) 

.6. Commonly-accepted performance evaluation measures 

This is the case we focus on in this study. Classification perfor-

ance without focusing on a class is the most general way of com-

aring algorithms. It does not favor any particular application. The

ntroduction of a new learning problem inevitably concentrates on

ts domain but omits a detailed analysis. Thus, the most used em-

irical measure, accuracy, does not distinguish between the num-

er of correct labels of different classes [49] : 

TP = true positives: number of examples predicted positive that

are actually positive 

FP = false positives: number of examples predicted positive

that are actually negative 

TN = true negatives: number of examples predicted negative

that are actually negative 

FN = false negatives: number of examples predicted negative

that are actually positive 

Accuracy: It refers to the total number of records that are cor-

ectly classified by the classifier. The accuracy of a classifier is de-

ned as the percentage of test set tuples that are correctly classi-

ed by the model [50] . 

ccuracy = 

T P + T N 

T P + F P + F N + T N 

× 100% (4) 

Sensitivity: Refers to the true positive rate that means the pro-

ortion of positive tuples that were correctly identified [50] . 

ensi v ity = 

T P 

T P + F N 

× 100% (5)

Specificity: Refers the rate at which a test or diagnostic method

ets a correct (i.e., negative) diagnosis for a patient who is not ill.

peci f ity = 

T N 

T N + F P 
× 100% (6) 
o

Positive Predictive Value: The fraction of retrieved instances

hat are relevant [50] . 

 osit i v e P redict i v e V alue = 

T P 

T P + F P 
× 100% (7)

Negative Predictive Value: The result that the modeling makes

 negative prediction [50] . 

egat i v e P redict i v e V alue = 

T N 

F N + T N 

× 100% (8)

. Experimental study 

.1. Preprocessing 

The “normalization” of the data is important in terms of not

orrupting the relationship between the variables, the accuracy of

he analysis and the network performance. Normalization is a scal-

ng process for each data in the dataset between the upper and

ower bounds of the activation function used. The activation func-

ion used in the analysis is "sigmoid" function, during the imple-

entation the data were normalized to the range of [0,1] by using

he Eq. (9) . 

 i = 

x i − x min 

x max − x min 

(9) 

Furthermore, Ultrasound values from the input parameters

iven in Table 1 were used only to determine the accuracy of the

iagnosis. In the classification algorithms, values except ultrasonic

nput parameters were taken. 

Experimental studies have shown that the optimal value for k

s between 5 and 10 in the k -fold cross-validation method [51,52] .

n this study, the data set was divided into 5 parts as shown in

ig. 5 by using 5-layer cross-validation method. The system has

een trained and tested with k different training and test sets and

 success measures were obtained accordingly. For this reason, to

etermine the success of cross-validation, the arithmetic mean of

he obtained k performance measures were taken. 

Our data set consists of 59 samples. For the purpose of 5-fold

ross-validation, the data set was divided into parts; the first one

ith 11 elements and other four with 12 elements for each fold.

he elements of each part were randomly selected, not sequen-

ially. After the parts were formed in this way, one part of each

old was separated for testing and the remaining parts were used

or the training of the algorithm of the method. It was then tested

n the separated part of the data. Since there are 5 parts, 5 dif-

erent test results were formed. The average success of these test

rocesses was calculated as the overall success, that is, the success

f the method to be applied [53] . 
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Fig. 5. 5-Fold cross-validation method. 

Table 2 

Decision tree model parameters. 

Split criterion Gini’s diversity index 

Number of folds 5 

Score transformation Identity ( x ) 

Maximal number of decision splits 58 

Fig. 6. Decision tree model method (N: Node, C: Cystitis, U: Urethritis). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Feedforward ANN. 
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3.2. Development of the AI methods 

3.2.1. Decision tree 

The decision tree algorithm was used first because this was

similar to the general diagnostic procedure of the physicians. The

parameters of the Decision Tree model are given in Table 2 . The

figure of the decision tree structure is seen. When the created de-

cision tree model is examined, it is observed that the results can

be obtained by using pollacuria, suprapubic pain and erythrocyte

input features only. These input features given in Fig. 6 give us an

idea of which input variables are important. 

3.2.2. SVM 

Support vector machines are a highly effective machine learning

technique that is often used to classify data in the biomedical field.

It is used for classification by specifying boundaries between two

or more groups in a plane with the aim of separating these groups

from each other. The place where the limits will be put should be

the farthest place to the group members. With SVM, boundaries

can be defined for both linear and nonlinear data sets. The Radial

Basis Function (RBF) kernel SVM was used in this study because

the SVM is successful in applications with high-dimensional but

small amounts of data and also gives better results even though it
s more complicated when compared to linear SVM. The RBF kernel

aps the samples nonlinearly to a higher dimensional space. Thus,

ontrary to the linear kernel, the nonlinear relationship between

lassification outputs and features can be processed. 

.2.3. Random forest (RF) 

There are two important parameters in RF algorithm. The first

s the number of trees used in the forest, and the second is the

umber of random nodes to select on a node. For many classifi-

ation problems, the number of variables to be randomly selected

n each node is calculated by 
√ 

p equation [54] . Where p repre-

ents the number of prediction variables in the data set. RF pa-

ameters were determined by experimenting with 5-fold cross val-

dation and grid search algorithm over training data. It is seen that

xperiments with larger and deeper forests have no effect on per-

ormance. The best RF values were obtained from fifteen trees with

aximum tree depth of three and one sample value per leaf. These

arameters were used in RF. 

.2.4. ANN 

There are different ANN models that give diagnostic results us-

ng medical field symptoms, biochemical analyzes and other char-

cteristics such as age, gender [15] . These models have been shown

o be useful tools in diagnosing complex diseases that are at risk

f misdiagnosis. 

The steps for creating the ANN architecture are as follows: 

(a) Layer 1 corresponds to the input vector containing input

variables. The 15 parameters specified in the dataset were

selected as input parameters of ANN. Specified as I – I . 
1 15 
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Fig. 8. Demonstration of the UTI classification with laboratory and artificial intelligence applications. 

Table 3 

ANN parameters. 

Hidden layer number 1 

Activation function, Hidden layer Tansig 

Activation function, Output layer Softmax 

Learning rate 0.01 

Minimum performance gradient 1e–5 

Performance goal 1e–3 

Maximum number of epochs to train 50 0 0 

Table 4 

Confusion matrix obtained for DT, SVM, RF and ANN classifiers. 

Actual DT predicted SVM predicted RF predicted ANN predicted 

P N P N P N P N 

P 43 2 44 1 43 2 44 1 

N 2 12 1 13 0 14 0 14 
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(b) In Layer 2, it is important to determine the number of neu-

rons in the hidden layer within the ANN structure. In other

words, the number of neurons in the hidden layer represents

the network’s ability to generalize. As a result of the analy-

sis realized, the number of neurons in the hidden layer that

gave the optimal result was determined as 12. 

(c) Layer 3 is the output layer and has two outputs, cystitis, and

nonspecific urethritis. These output parameters were also

specified as O 1 and O 2 . 

The ANN structure used in the study is given in Fig. 7 . 

In practice, a “multi-layer network structure” has been used,

hich is characterized as “forward feed”. In this study, a two-layer

etwork structure as the multi-layer network was used. The net-

ork structure parameters in use are given in Table 3 . 

. Results 

In this study, it is aimed to develop a model that predicts cysti-

is and nonspecific urethritis diseases with similar symptoms from

rinary tract infections. For this purpose, anamnesis, full urine and

ltrasonic examinations of 59 patients who applied to the Urol-

gy Clinic for the Meram Medical Faculty Hospital were collected

nd a UTI dataset was created. Four different artificial intelligence

ethods, namely DT, SVM, RF and ANN, which are frequently uti-

ized in medical diagnosis systems were used to create classifi-

ation models on the UTI dataset and their classification perfor-

ances were evaluated. All models have been tested with a 5-fold

ross-validation method. Table 4 shows the confusion matrix ob-
ained from applying the DT, SVM, RF and ANN classifiers to the

iagnostic problem of UTI. 

The classification accuracy, sensitivity, specificity, positive pre-

ictive value and negative predictive value obtained using the con-

usion matrix are given in Table 5 . 

When Table 5 is examined, it is seen that SVM, RF and ANN

lassifiers have generally very high classification accuracy. If we

valuate the ANN classifier with the highest classification accuracy

alue of 98.30%, the positive value of the obtained model for cys-

itis finds the probability of really having cystitis as 100%. In addi-

ion, the probability of a patient with nonspecific urethritis diag-

osed as truly nonspecific urethritis was determined to be 93.33%.

hen the patient is cystitis, the positive result of the model (i.e.

he ability to recognize the cystitis disease) is 97.77%. The rate of

ecognizing non-specific urethritis was 100%. 

Additionally, when the DT classification algorithm is examined,

t is seen that it has a classification accuracy of 93.22% which

an be considered as high due to pollacuria, suprapubic pain, and

rythrocyte features. The DT classification algorithm shows that

hese three features have a great influence on distinguishing dis-

ase symptoms. The DT classification algorithm has helped us to

educe input features. A new ANN model with three inputs was

reated by using pollacuria, suprapubic pain and erythrocyte input

eatures obtained from the DT method on the ANN artificial in-

elligence method, which has been successfully used in non-linear

lassification and has the highest degree of accuracy in this study.

t is seen that the ANN model which uses parameters given in

able 3 and 5 -fold cross-validation method has the same classifica-

ion performance with accuracy of 98.30% as the ANN model given

n Table 4 . This shows that this feature selection process with DT

ay be combined with algorithms with high nonlinear classifica-

ion performance. 

RF algorithm has shown better performance than DT on UTI

lassification. In addition, the RF algorithm has very high speci-

city and positive predictive value along with the ANN algorithm. 

. Discussion 

From a medical point of view, it is necessary to utilize a large

umber of symptom and laboratory findings in order to be able to

iagnose UTI in the clinic. Even in some cases, subpubic ponction

nd urinary catheterization of both kidneys are used for localiza-

ion. The two methods mentioned above are an invasive and com-

licated procedure. Especially, pollacuria and suprapubic symptoms

re the most important indicators of cystitis. From this point of

iew, the results obtained from the DT method confirm the impor-

ance of these two input features. 
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Table 5 

Performance values obtained for DT, SVM, RF and ANN classifiers. 

DT (%) SVM (%) RF (%) ANN (%) 

Classification Accuracy (%) T P+ T N 
TP + FP + FN+ TN 

× 100 = 93.22 96.61 96.61 98.30 

Sensitivity (%) TP 
TP+ FN 

× 100 = 95.55 97.77 95.55 97.77 

Specificity (%) TN 
FP+ TN 

× 100 = 85.71 92.85 100 100 

Positive Predictive Value (%) TP 
TP+ FP 

× 100 = 95.55 97.77 100 100 

Negative Predictive Value (%) TN 
FN+ TN 

× 100 = 85.71 92.85 87.5 93.33 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The end result of this study was that it would be possible to

make a decision about the complicated urinary tract infection, by

artificial intelligence methods using only erythrocyte values among

suprapubic pain, pollacuria, and urinalysis results. As shown in

Fig. 8 , this ANN-based model structure can classify UTI without the

need for different laboratory test results and ultrasound. 

As a result, these classification algorithms, which we obtain

high accuracy rates, appear to be an alternative to expensive labo-

ratory and ultrasound tests. In addition, the acquired input param-

eters can give urologists an idea of the features to be used in dis-

tinguishing urinary tract infections. The ANN model obtained from

this artificial intelligence method can be used as a medical decision

support system for urologists conducting clinical examinations. The

use of this method in the differential diagnosis of UTIs will make

an important contribution to inexperienced physicians in this field,

besides the advantages of avoiding time, cost and invasive meth-

ods. 

This study can be improved by adding a diagnosis of

pyelonephritis, which is a complication of untreated UTI. In addi-

tion, different hybrid artificial intelligence algorithms can be ap-

plied to the data set to increase the accuracy of the model. 
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