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INTRODUCTION

Recommendation systems mainly produce a list of recommendations 
in any field, using one of two methods - via Collaborative Filtering or 
Content-Based Filtering (Jafarkarimi, Sim, & Saadatdoost, 2012). 
Collaborative filtering depends on the behaviour of the previous user, such 
as products that he or she previously purchased or previous assessments, 
in line with similar decisions made by other users, so that the first user’s 
wishes can be expected based on the decisions of other users (Melville 
& Sindhwani, 2010). Content-based filtering is based on bringing similar 
products with their characteristics to the purchased product (Mooney & 
Roy, 2000). These methods are often used simultaneously to form a single 
system called Hybrid Recommender Systems (Balabanović & Shoham, 
1997).  

The difference between the collaborative approach and the content-
based method can be illustrated by comparing two known music 
recommender systems - Last.fm and Pandora Radio.

Last.fm makes a list of recommended songs by observing the bands 
and sections that are regularly heard by the user, and comparing them 
with similar lists for other users. And then tells the fm to run sections that 
do not appear in the current user list, but the sections that are heard by 
users who have listed similar to the current user list, it is an example of a 
collaborative filtering method.

Pandora uses specific features of the musical composition or artist - a 
set of 400 properties - to feed the playlist of users that are similar to the 
heard tracks, it is an example of a Content-Based Filtering (Freire, 2008).

For both systems, there are strengths and weaknesses, in the 
first example, for the Last.fm, the system requires a large amount of 
information per user to get accurate recommendations. This is an example 
of the so-called cold-start problem, which is common in the Collaborative 
Filtering systems (Elahi, Ricci, & Rubens, 2016; Rubens, Elahi, Sugiyama, 
& Kaplan, 2015; Schein, Popescul, Ungar, & Pennock, 2002). Whereas 
Pandora requires little information to start, but it is far more limited in 
scope (e.g., it can only make recommendations that are comparable to the 
original kernel).

Recommendation systems are a good alternative to search algorithms 
because they help users discover items they may not find. Where 
recommendation systems are often implemented using search engines to 
index non-traditional data (Vyas, 2018). Recommendation systems were 
first mentioned in a working paper entitled “digital bookshelf” in 1990 
by Jussi Karlgren at The Royal Institute of Technology and Stockholm 
University (Karlgren, 1990).
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Due to the increasing number of articles published on the web every 
day. So, the search for resources can be great, especially for beginners. 
Therefore, the articles recommendation system will be useful because 
of its ability to provide a customized platform for the articles proposed 
(Bancu et al., 2012). 

The recommendation systems and their application have been searched 
in different areas, like music ((Bu et al., 2010), (Van den Oord, Dieleman, 
& Schrauwen, 2013), (X. Wang & Wang, 2014)), videos (Davidson et al., 
2010), people (Badenes et al., 2014), jobs ((Bastian et al., 2014), (Kenthapadi, 
Le, & Venkataraman, 2017), (Mishra & Reddy, 2016)), and research papers 
((C. Wang & Blei, 2011), (Joeran et al., 2013), (Beel, Langer, Genzmehr, & 
Nürnberger, 2013)), and others.

This chapter is a tutorial to creating a recommendation system for 
articles that match user interests and predicts which articles the user has 
not read by using python tools. This chapter addresses the following 
topics: Data Set, Evaluate the Performance of Algorithms, Implement 
Collaborative Filtering, Testing the Model, Results, Conclusion

DATASET

In this section, we used the Deskdrop dataset (Moreira, 2017), which 
contains a sample of one year (from Mar. 2016 - to Feb. 2017) from 
DeskDrop (CI&T’s Internal Communication platform). Deskdrop is an 
internal communications platform, that developed by CI&T, Deskdrop is 
focused in companies that using Google G Suite. The main features of this 
platform are allowing for companies’ employees to share articles with their 
peers, and collaborate between them.

DeskDrop dataset contains 73k logged users’ interactions on more 
than 3k public articles that shared in the DeskDrop platform. DeskDrop is 
consist of two CSV files, are shared_articles.csv, and users_interactions.
csv.

Shared Articles 

It contains details about the articles that shared in the DeskDrop 
platform. Each article contains its date of sharing (timestamp), title, the 
original URL, content in plain text, article language (pt: Portuguese or 
en: English) and details about the user that shared the article (author). In a 
given timestamp, there are two possible event types:

CONTENT SHARED: The article has been shared in the platform 
and is available to users.

CONTENT REMOVED: The article has been removed from the 
platform.
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To simplify matters, we used only “CONTENT SHARED” as event 
type, assuming that all articles were available during the whole year, then 
we upload data as Table 1.

Users Interactions 

Contains records of user interactions in shared articles (Table 2). The 
eventType values contain:

VIEW: The users have opened the article only.

LIKE: The users have liked the article.

COMMENT CREATED: The users created a comment in the article.

FOLLOW: The users want to be notified on any new comment in the 
article.

BOOKMARK: Users added a bookmark to easily retrieve the article 
in the future

Table 1. Loading Shared_articles data for the first two rows and first four 
columns.

n Timestamp URL Title Lang.
1 1459193988 http://www.nytimes.

com/2016/03/28/
business/dea...

Ethereum, a Virtual 
Currency, Enables 
Transact...

en

2 1459194146 http://cointelegraph.
com/news/bitcoin-
future-w...

Bitcoin Future: When 
GBPcoin of Branson Wins 
O...

en

Table 2. Loading users_interactions data for the first two rows and first four 
columns

n timestamp eventType sessionId userAgent
1 1465413032 VIEW 1.2642E+18 NaN
2 1465412560 VIEW 3.62174E+18 Mozilla/5.0 

(Macintosh; 
Intel Mac OS X 
10_11_2...

Dataset Analysis 

After loading the dataset and import the main libraries of python like 
pandas and NumPy, we are going to take a look at and explore the data by 
a few different ways: 

•	 Dimensions of Dataset	

•	 Statistical Summary	

•	 Missing Data
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Dimensions of Dataset

We can get a quick idea of how many instances (rows and columns) in 
the dataset by using “shape” property. From Figure 1 and 2, we have 3047 
instances and 13 attributes in the dataset of Shared Articles, and 72312 
instances and 8 attributes in the dataset of Users Interactions.

Figure 1. Use shape command in python code for Shared Articles dataset.

Figure 2. Use shape command in python code for Users Interactions dataset.
Statistical Summary 

We can take a look at a summary for each numerical attribute by use 
“describe” property. This includes count, mean, the min and max values 
and percentiles (Figure 3, 4).

Figure 3. Use describe command in python code for Shared Articles dataset.

Figure 4. Use describe command in python code for Users Interactions dataset.
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Missing Data 

We can explore any missing values in the data set (NaN value) and 
length of data by using “info” property. In Figure 5 and 6, it seems no 
missing value in the dataset.

Figure 5. Test missing data use describe command in python for Shared Articles 
dataset.

Figure 6. Test missing data use describe command in python for Users 
Interactions dataset.

Data wrangling 

Data wrangling, sometimes referred to as Data munging, is the process 
of transforming data from one “raw” into other formats with to make it 
more appropriate to make analytics (Ramesh, 2015). More specifically, the 
munging process consists of a number of operations that are applied to 
an initial data set to be converted to a different but related data set. These 
operations will be located in several categories: recognition, analysis, 
filtering, and transformation (Cross, 2001). Furthermore, munging can 
mean processing raw data to achieve a final form. It can mean analyzing 
or filtering data, or any of the steps required to identify the data (Kroger, 
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2016).

In this work, due to there are different interactions types in articles, 
therefore we associate them with a weight, for example, a comment in an 
article indicates (4.0) a higher interest of the user on the item than a view 
(1.0), or than a simple like (2.0) as in Figure 7.

Figure 7. Data munging
User cold-start 

Cold-start is a potential problem when you build a recommender 
system (Schein et al., 2002). When a new user uses the system, the system 
often does not know anything about that user so that he can build the 
appropriate suggestions for it. There are several suggested solutions to 
eliminate the cold start problem. Content-based filtering approaches is 
one of the most effective solutions to this problem (Lika, Kolomvatsos, 
& Hadjiefthymiades, 2014). Therefore, we are kept only users that have at 
least 5 interactions in the dataset as in Figure 8.

Figure 8. Solve the problem of cold start
Deskdrop allows users to view the article several times and interact 

with it in different ways (e.g. comment or follow). Therefore, to smooth the 
distribution and to model the user interest on a given article, we gathering 
all user interactions in an item by collecting the weight of the force type 
of the interaction and applying the  log transformation to smooth the 
distribution as in Figure 9. It is worth mentioning that a log transformation 
can help make a relationship clear and describe the relationship between 
logs and the geometric mean. Furthermore, the log transformation can be 
used to make highly skewed distributions less skewed (Log, 2012).
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Figure 9. Basic code for log transformation function
EVALUATE THE PERFORMANCE of ALGORITHMS

Data split 

Resampling methods are the best statistical techniques to evaluate the 
performance of an algorithm. Where it permits to make accurate estimates 
of how the algorithm performs on new data (Brownlee, 2016).

The common types of resampling techniques are Hold-out (Train and 
Test Split), Cross-Validation (CV), and Repeated Random Hold-out. In this 
work, we are using Repeated Random Hold-out, in this method we seek 
to create a random split of the dataset as a hold-out method but repeat the 
process of dividing (split) and evaluating the algorithm for several times, 
like K-fold cross-validation. we use, splits the data into an 80% train, 20% 
test split and repeats the process 42 times (Figure 10).

Figure 10. Basic code for Data split.
Evaluation Methods 

In recommender systems, there are several metrics used for evaluation. 
In this work, we chose Top-N accuracy metrics, which seeks to evaluate 
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the accuracy of the better recommendations provided to a user, comparing 
with the items the user has interacted in test data (Ziegler, McNee, Konstan, 
& Lausen, 2005).

We choose Recall@N to determine the Top-N accuracy metric. In 
this work, Recall@N evaluates whether the interacted item is between the 
top N items in the ranked list of recommendations for a user (Cremonesi, 
Koren, & Turrin, 2010) (Figure 11).

Figure 11. Calculate Top-N accuracy
IMPLEMENT COLLABORATIVE FILTERING

Collaborative filtering technique works through building a database 
(user-item matrix) of the preferences for items by users. It then matches users 
with pertinent interest and preferences by calculating similarities between 
their profiles to make recommendations (Herlocker, Konstan, Terveen, & 
Riedl, 2004). These users build a group called a neighborhood. A user 
gets recommendations to all those elements (items) that he has not rated 
before but that were already positively rated by users in his neighborhood. 
Recommendations that are produced by Collaborative Filtering can be of 
either prediction or recommendation. Prediction is a numerical value, Rij, 
expressing the predicted score of item j for the user i (Figure 12), while 
Recommendation is a list of top N items that the user will like the most 
as shown in Figure 13. The technique of collaborative filtering (CF) has 
two main strategies for implementation, memory-based and model-based 
(Bobadilla, Ortega, Hernando, & Gutiérrez, 2013; Breese, Heckerman, & 
Kadie, 1998).

Memory-based

This method uses previous memory for user interactions to calculate 
the similarity between users based on the items they interact with (user-
based approach) or calculate the similarity between items based on the 
users they interacted with (item-based approach). The most commonly 
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used example of this method is User Neighbourhood-based CF, in which 
the top-N similar users (Which are calculated by Pearson correlation) for 
a user are selected and used to recommend elements those similar users 
liked, but the existing user has not interacted till now.

Model-based

This method, models are developed by using different machine 
learning algorithms (ML) to recommend elements to users (Sarwar, 
Karypis, Konstan, & Riedl, 2001). There are many types of model-based 
CF algorithms, like Bayesian networks, neural networks, and latent factor 
models like as Singular Value Decomposition (SVD).

Figure 12. Recommendation by Matrix Factorization (Seo, 2018).

Figure 13. Block diagram for process of collaborative filtering in the model
Matrix Factorization

Latent factor models used Matrix Factorization to represent items and 
users in a lower-dimensional latent space (Ma, Zhou, Liu, Lyu, & King, 
2011). One of the main advantages of this method is that instead of having 
a high-dimensional matrix that contains a large number of missing values, 
a smaller matrix will be dealt with a smaller matrix in lower-dimensional 
space. In this work, we use the common latent factor model called Singular 
Value Decomposition (SVD). Table 3 shown the initial matrix which 
consists of 10 rows × 2926 columns.
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Table 3. Calculate Top-N accuracy

personId contentId eventStrength

0 9223121837663643404 8949113594875411859 1.000000

An important decision in SVD is the number of factors to factor the 
user-element matrix. The greater the number of factors, the more precise 
is the factorization in the original matrix rebuilding (Golub & Reinsch, 
1970). Therefore, decrease the number of factors leads to increases the 
model generalization (Figure 12, 14).

Figure 14. The number of factors to factor the user-element matrix
After the factorization, we try to reconstruct the original matrix 

by multiplying its factors. After factorization of the matrix, we tried to 
reconstruct the original matrix via multiplying its factors. The new matrix 
is not sparser. Predictions have been created for elements that the user has 
not till now interacted with and we will use them for recommendations. 

TESTING THE MODEL

For testing the model, we selected one user (for example 
-1479311724257856983). In Figure 15., the model displays the first 20 
articles suggested for the user which match to its interactions in Deskdrop 
from a train set. It can be seen that among the main user interests are 
Artificial Intelligence, Machine Learning, Deep Learning and the Google 
Cloud Platform.
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Figure 15. Testing model
RESULTS

Collaborative filtering has been referred to as the similar learning 
pattern in machine learning, which is used for predicting recommendations 
based on learning similarity amongst users (Resnick, Iacovou, Suchak, 
Bergstrom, & Riedl, 1994). The chapter reviews some state-of-the-art 
recommendation systems applied in the past. In addition, we conducted 
some analytical operations on the data for the purpose of understanding, 
representing and converting them into easy-to-use formats. Finally, our 
proposed system seeks to actively recommend the contents of articles 
relevant to the reader based on its current history of preferences. 

This section from chapter focuses on the results obtained for the 
Collaborative Recommendation part of the system. When evaluating the 
Collaborative Filtering model (SVD matrix factorization), we observe that 
we obtain Recall@10 (46%) and Recall@5 (33%) values as in Figure 16. 

Figure 16. Testing model
CONCLUSION

Designing and developing RecSys is a multi-disciplinary effort that 
has benefited from results obtained in various computer science fields 
especially machine learning and data mining. And this clear in this tutorial 
chapter and the results presented above. Many RecSys are centred around 
the use of various machine learning and data mining algorithms to predict 
user evaluations for items, or for learning how to correctly rank items for 
a user. in this tutorial chapter, we created a recommendation system for 
articles that match user interests and predicts which articles the user has 
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not read by using python tools and using CI&T Deskdrop dataset. Overall, 
we have noted that the proposed approach works well via traditional 
matrix factorization methods that are called Singular Value Decomposition 
(SVD), and predicts well for articles that are not read by the user. in 
this tutorial, we used these traditional techniques for didactic purposes 
although there are more advanced techniques in recommendation systems 
research community, like neural networks and deep learning models. 
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